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Understand our policies on
Generative AI and Assessments

FIRST BRIEFING ON
GENERATIVE AI (GENAI)
FOR STUDENTS ON OUR
ONLINE AND BLENDED
LEARNING PROGRAMMES

How we commit to engaging with  
Generative AI
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Do's and Don'ts for the use of
Generative AI



University of London Artificial Intelligence Principles

Operate with transparency and promote access and inclusion in
working with AI.
Support AI-literacy, learning and skills development for students
and staff.
Maintain the highest academic standards and promote ethical
uses of AI.
Maintain academic integrity in setting and communicating
workable policies.
Monitor and adapt learning, teaching and assessment.
Keep development, practices, and policies under regular review.

The University of London recognises that artificial intelligence
technologies (this includes but is not limited to Generative AI), their
operational capabilities and the implications of these new and
emergent technologies are constantly evolving.

In our flexible and distance learning programmes, the University
therefore commits to:

1.

2.

3.

4.

5.
6.
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The first  of  our briefings on “Generative AI”
We are del ighted to present our  f i rst  br ief ing on Generat ive AI .  Dr iven by our AI
pr inciples above,  we are engaged in ongoing discussions with both students and staff ,
and are keen to share the fol lowing insights with you.  This br ief ing wi l l  provide an
introductory understanding of  what GenAI is ,  i ts  signif icance for  you as a member of
our academic community ,  and the important considerat ions to keep in mind in the
context  of  AI  when i t  comes to academic integr i ty ,  and important ly ,  to your
assessments.



What is Generative AI?

Generat ive AI  (GenAI)  is  a type of
art i f ic ial  intel l igence that  can create
new content based on what i t  has
learned from exist ing content.  The
process of  learning from exist ing
content is  cal led "training,"  and i t
results in the creat ion of  a stat ist ical
model .  When you give generat ive AI  a
prompt or  input ,  i t  uses this stat ist ical
model  to predict  what a reasonable
response would be,  effect ively
generat ing new content.  

This content can be (but is  not  l imited
to) imagery ,  v ideo,  audio,  and text .  Our
view is that  generated text  has the
most immediate bearing on Higher
Education learning and so in this
br ief ing we’ l l  focus on that.

You might have come across OpenAI ’s
ChatGPT,  Google’s Bard,  or  Microsoft ’s
Bing .  They’re tools that  fal ls  under the
category of  generat ive AI  and have
become quite popular  for  tasks l ike
writ ing,  edit ing,  and organising
information.

A user provides them with text
prompts,  and responses are produced,
informed by i ts training.  Some
noteworthy features include the abi l i ty
to answer questions,  engage in
conversat ion,  summarise information,   
and write computer  code.

As the technology and our
understanding of  i t  evolves,  we wi l l
continue to keep our community up to
date with changes to our pol ic ies.

It  is  your responsibility
to uphold the highest
standards of academic
integrity in your
academic endeavours.

Academic integrity and AI

Academic integr i ty  represents the
ethical  foundation that  underl ies al l
aspects of  academic pursuits ,
encompassing the pursuit  of
knowledge and your own engagement
with a subject.

This commitment to academic integr i ty
holds a central  role in your intel lectual
and personal  growth.  I t  imparts the
importance of  upholding values,
cult ivat ing essential  ski l ls  in research,
cr i t ical  thinking,  and written
communicat ion,  as wel l  as
demonstrat ing ethical  conduct.  These
are enduring competencies that  wi l l
prove invaluable in your future
endeavours and professional  career.

As a member of  the University  of
London community ,  i t  is  your
responsibi l i ty  to uphold the highest
standards of  academic integr i ty  in your
academic endeavours.  This means
refraining from engaging in act iv i t ies
such as cheating,  plagiar ism,
col lusion,  and other forms of  academic
misconduct.
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Practically,  what does this mean for University of  London
students and their assessments?

By speaking with our students and our learning and teaching community ,  we know that
some students have started using GenAI tools ,  most commonly ChatGPT,  to assist
with their  studies.  

With that  in mind,  i t 's  crucial  to acknowledge that  ChatGPT and other emerging
generat ive AI  tools cannot replace the importance of  independent thinking or
scholar ly  efforts ,  and used inappropriately  could result  in  an academic offence.

[7.1] "All work which you submit for assessment must be your
own, expressed in your own words and include your own ideas
and judgements. By submitting work for assessment you confirm
that the work is entirely your own, that you have acknowledged
the work of other people within your submission, in line with our
requirements, and that you understand what is meant by
plagiarism, self-plagiarism, collusion, contract cheating and
falsification. "

University of London General Regulations

I t  is  important for  you as a student to understand the basis for  our  posit ion and
advice as an inst i tut ion.  Our General  Regulat ions are quite clear.  Ref lect  on the
fol lowing passages and note that  you can read the rest  of  the general  regulat ions:

When i t  comes to your assessment ,  our  Examiners and
Programme Teams have been given the fol lowing direct ion:

Examiner direction

“The use of ChatGPT and other Large Language Model chatbots is
STRICTLY PROHIBITED. All work submitted for assessment must
be a student’s own and written without assistance from a third
party. A third party includes friends, family, tutors, online services
and any computer-generated text.”

[7.9] "Submitting work which has been produced by software, or
as the result of providing prompts or queries to any third-party
service, either in full or part and without acknowledgement, is a
form of contract cheating. This includes the use of Large
Language Model/AI chatbots.”

https://www.london.ac.uk/sites/default/files/regulations/generalregs-2023-24.pdf


Do use AI to...

Gather ideas and help you develop your
understanding. 

Create a plan for your studies/revision. 

Brainstorm initial ideas.

Understand a difficult piece of writing
by summarising the main points.

Identify sources and develop
referencing.

Support spelling, grammar, and
language translation.

Don’t use AI to...

Bypass the process of learning and
critical thinking.

Violate academic integrity policies.

Complete work that demands your
original thinking and creativity.

Replace human feedback and
interaction.

Put your university education at
risk by using AI in ways that are

prohibited by the University.

Some guidance on how you may use Generative AI in your
studies and what you should not do

Generat ive AI  can be a helpful  tool  to support  your learning,  but  you must make sure
you do not use i t  in  a way that  contravenes regulat ions surrounding assessment.  
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When thinking cr i t ical ly  about GenAI ,  i t  is  important to grasp not only i ts  capabi l i t ies
but also i ts l imitat ions.  At  the University  of  London,  we hold the view that  our
students and staff  should possess an understanding of  these tools.  Final ly ,  DO  read
the general  regulat ions and your programme specif ic  regulat ions so that  you are clear
what is  expected in your assignments and exams.

Look out for  future GenAI Guidance Brief ings as we further explore Generative AI.
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visit our GenAI activity on learn.london.ac.uk

https://rise.articulate.com/share/FsC3Wsb3AcsuVpyTcxJeU3vO6hPA-4x2

